**Unsupervised Learning**

UL consists of algorithms that are meant to "explore" on their own and provide the user with valuable information concerning their dataset/problem

* Randomized Optimization
* Clustering
  + Single Linkage
    - Consider each of n points a cluster
    - Find the distance between the closest two points in every cluster
    - Merge the closest two clusters
    - Repeat n - k times to get k clusters
    - Method:
      1. Consider each point a cluster
      2. Merge two closest clusters
      3. Unless we have K clusters GOTO 2
    - Links points closest to each other.
    - Can result in "stringy" non-compact clusters
  + K-Means
    - Each iteration is polynomial
    - Finite (exponential) iterations in theory, but usually much less in practice
    - Always converges, but can get stuck with "weird" clusters depending on random starting state
      1. Place k centers
      2. Claim closest points
      3. find the centers of the points
      4. Move the centers to the clusters of points
      5. Unless converged GOTO 2
  + Expectation Maximization
    - Gaussian Means
    - Uses expectation and maximization steps
    - Monotonically non-decreasing likelihood
    - Does not converge (practically does)
    - Can get stuck
    - Works with any distribution (not just Gaussian)
  + Properties of Clustering Algorithms (Pick 2)
    - Richness
    - Scale Invariance
    - Consistency
  + Richness
    - For any assignment of objects to clusters, there is some distance matrix, D, such that P\_D returns that clustering
  + Scale-Invariance
    - Scaling distances by a positive value does not change the clustering
  + Consistency
    - Shrinking intra-cluster distances and expanding intercluster distances does not change the clustering.
  + **No clustering scheme can acheive all of Richness, Scale-Invariance, Consistency**
* Feature Selection
  + Filtering
    - Choose features independent of learner. i.e. "filter" the data before it is passed to the learner
    - Faster than wrapping (don't have to pay the cost of the learner)
    - Tends to ignore relationships between features
    - Decision Trees do this naturally (Filter on information gain)
  + Wrapping
    - "Wrap" the learner into the feature selection. Choose features based on how the learner performs.
    - Takes into account learner bias
    - Good at determining feature relationships (as they pertain to the success of the learner)
    - Very slow (have to run the learner for each feature search)
    - Speed Ups
      1. Randomized optimization
      2. Forward/Backward sequential selection: [good description and implementation](http://sebastianraschka.com/Articles/2014_sequential_sel_algos.html)
  + Relevance
    - [![x_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAKBAMAAACdwMn3AAAALVBMVEX///8wMDBwcHBAQEAQEBCQkJCwsLBQUFCgoKDQ0NDw8PDAwMCAgIDg4OD///8sKFsQAAAAAXRSTlMAQObYZgAAAFJJREFUCB1jYLizYc8CBgYGzoaa1AIgzcNwnKeBV4GBl6GUgYHrAlDEk4FhJUiBA++tngkMKTwGrGzMFxjS28w0GS4yMPBe4GRg0EgAKgAC1QQA3agQdycyYeUAAAAASUVORK5CYII=)](https://camo.githubusercontent.com/0f6ca4794fffc6c7791fa1c95c12ad9431645f7c/687474703a2f2f6d61746875726c2e636f6d2f32617a3263376d2e706e67) is strongly relevant if removing it degrades the Bayes' Optimal Classifier
    - [![x_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAKBAMAAACdwMn3AAAALVBMVEX///8wMDBwcHBAQEAQEBCQkJCwsLBQUFCgoKDQ0NDw8PDAwMCAgIDg4OD///8sKFsQAAAAAXRSTlMAQObYZgAAAFJJREFUCB1jYLizYc8CBgYGzoaa1AIgzcNwnKeBV4GBl6GUgYHrAlDEk4FhJUiBA++tngkMKTwGrGzMFxjS28w0GS4yMPBe4GRg0EgAKgAC1QQA3agQdycyYeUAAAAASUVORK5CYII=)](https://camo.githubusercontent.com/0f6ca4794fffc6c7791fa1c95c12ad9431645f7c/687474703a2f2f6d61746875726c2e636f6d2f32617a3263376d2e706e67) is weakly relevant if
      1. it is not strongly relevant
      2. [![There exists](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMBAMAAACtsOGuAAAAG1BMVEX///8gICCgoKBgYGDAwMCAgIDQ0NBAQED///8Wk9KgAAAAAXRSTlMAQObYZgAAACJJREFUCB1jKC8vL2MAghB0IsXFxYRBNTS0BF0CrBioTQQAASQIWEHafx0AAAAASUVORK5CYII=)](https://camo.githubusercontent.com/f2aaa39ea637e908e9ea07ac470b037f16bb3c68/687474703a2f2f6d61746875726c2e636f6d2f79687936676c612e706e67) a subset of features **S** such that adding [![x_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAKBAMAAACdwMn3AAAALVBMVEX///8wMDBwcHBAQEAQEBCQkJCwsLBQUFCgoKDQ0NDw8PDAwMCAgIDg4OD///8sKFsQAAAAAXRSTlMAQObYZgAAAFJJREFUCB1jYLizYc8CBgYGzoaa1AIgzcNwnKeBV4GBl6GUgYHrAlDEk4FhJUiBA++tngkMKTwGrGzMFxjS28w0GS4yMPBe4GRg0EgAKgAC1QQA3agQdycyYeUAAAAASUVORK5CYII=)](https://camo.githubusercontent.com/0f6ca4794fffc6c7791fa1c95c12ad9431645f7c/687474703a2f2f6d61746875726c2e636f6d2f32617a3263376d2e706e67) to **S** improves Bayes' Optimal Classifier
      3. [![x_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAKBAMAAACdwMn3AAAALVBMVEX///8wMDBwcHBAQEAQEBCQkJCwsLBQUFCgoKDQ0NDw8PDAwMCAgIDg4OD///8sKFsQAAAAAXRSTlMAQObYZgAAAFJJREFUCB1jYLizYc8CBgYGzoaa1AIgzcNwnKeBV4GBl6GUgYHrAlDEk4FhJUiBA++tngkMKTwGrGzMFxjS28w0GS4yMPBe4GRg0EgAKgAC1QQA3agQdycyYeUAAAAASUVORK5CYII=)](https://camo.githubusercontent.com/0f6ca4794fffc6c7791fa1c95c12ad9431645f7c/687474703a2f2f6d61746875726c2e636f6d2f32617a3263376d2e706e67) is otherwise irrelevant
  + Relevance vs. Usefulness
    - **Relevance** measures the effect the variable has on the Bayes' Optimal Classifier
    - **Usefulness** measures the effect the variable has on the *error* of a *particular predictor* (ANN, DT, etc.)
* Feature Transformation
  + Polsemy: Same word different meaning - False Positives
  + Synonomy: Different word same meaning - False Negatives
  + PCA: [Good Slides](http://www.cc.gatech.edu/~agray/4245fall10/lecture18.pdf)
    - Example of an eigenproblem
    - Finds direction (eigenvectors) of **maximum variance**
    - All principal components (eigenvectors) are mutually orthogonal
    - Reconstructing data from the principal components is proven to have the least possible L2 (squared) error compared to any other reduction
    - Eigenvalues are monotonically non-increasing and are proportional to variance along each principal component (eigenvector). **Eigenvalue of 0 implies zero variance which means the corresponding principal component is irrelevant**
    - Finds **"globally"** varying features (image brightness, saturation, etc.)
    - Fast algorithms available
  + ICA
    - Finds new features that are completely **independent** (from each other). i.e. they share no mutual information
    - Attempts to maximize the mutual information between the **original** and **transformed** data. This allows original data to be reconstructed fairly easily from the transformed data.
    - Blind Source Separation (Cocktail Party Problem)
    - Finds **"locally"** varying features (image edges, facial features)
  + RCA
    - Generates random directions
    - It works! If you want to use it to preprocess classification data...
      1. Is able to capture correlations between data, but in order for this to be true, you must often reduce to a larger number of components than with PCA or ICA.
    - Can't really reconstruct the original data well.
    - Biggest advantage is speed.
  + LDA
    - Requires data labels
    - Finds projections that discriminate based on the labels. i.e. separates data based on class.
* Information Theory
  + Entropy: [A characterization of uncertainty about a source of information](http://en.wikipedia.org/wiki/Entropy_(information_theory))
    - [![Entropy Formula](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANMAAAAjBAMAAAD8uyLzAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAMpnNdt2JRCLvEFSrZrvKM28NAAAACXBIWXMAAA7EAAAOxAGVKw4bAAADQ0lEQVRIDe1VTWgTQRT+Nk03y6b5kSIeu4oHT7ZUPdVDlPQo5Ka3RqWihmKt1FOgAaHn4El6can04MWGHgQt0lg8eNASpfSgl0XEm9YqpDW2rm92Z2c22SaU/uSiDzLvve993xv27WwG2JEl7FNkZx7a9tqO+Hsghe2Ko1YGN/fQRUhvO5HbUoBesLrBo2emBwGugvImIh8jJlWAlnWyST8m48c/eaxkBcgVlDcReT2JIbmUdLktwknXN6wR2+BISVS4gvImIq8nU5yjn9J7GoPVJO4yANAtxwWWW+s+aOzPtaWSpyCcRNPehF1aIwNPGD5RQKcBnHA5sLhvcB2/TIlEalDWhYJwC1pRlikKMOKsfAOYpalkODXHfYPT7D6JqBloW0JBeA7hsixTFGCotAXO0oOZ0LxOc3USmSxUZdxhILwhFITPIV6RZYoCjKhBc94ChumVWcDHlysp5OskMgnZSZEkRjE+KhQE55Eo0LOtAMvzFqMFGJEyTbWaTt8HomXEcDWUQjdjLn0jM1gkbWhKxBMXlitCoRgg0WFgJhnKqtmQsUC8AEOhqalF6HS6aCsNn4nkbEXesdgbstdu3PODg84UfAqCu3EF+ATV6jHjpXsE0JzqGWyrzjKiNXeAYH9wzQYI9QGTO9bPVjZAR0EujwHoa4gbJ5EwaYwIMNgA6fSFaEf2kpWibtIbJttugDNJVnHsN1s9xfsCHQu9lox8x2zyC01y8amJAIMdiwUTnVlSZnAn1Bdj57aJDQicPhpmrkJ5VCCRkqnoRbzCcSxiSq0EGXTYJ4eux3q/kvAo8u9GPrCvcXuLpzxcH64WWMwV7NVYeJvE2PIopucvapmO50GG8wkzFdld1+mW6wPrsQDCFSMl+EU1rTzjUSXD/WPieMj1qnwjnsDxMasuZQlXpEchRNFU2EDupkeVDFz2MPJ61kkmfZA/HDd5lhUoV1AuROFcWpQpkIy6S4RfdCk/VcbaJR6rFQmKqzElsfpIMML1eKvMO+nKqtmKth+1/kNkR16cH9rcj26tenTZnvlvyFaKXdcU9lCONTmgu+78X3ggE1CMA2n77zRld2B7zLkD27MV2B3YJqM7sF1Gd+Be7C/t5O+vZ50NkAAAAABJRU5ErkJggg==)](https://camo.githubusercontent.com/5f8440a5c9922ddb21110dfb0e600c5646410ac8/687474703a2f2f6d61746875726c2e636f6d2f70646d7a36366b2e706e67)
  + Joint Entropy: [The entropy contained by the combination of two variables](http://en.wikipedia.org/wiki/Joint_entropy)
    - [![Joint Entropy Formula](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAARcAAAAjBAMAAABMYVPoAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAMpnNdt2JRCLvEFSrZrvKM28NAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAD5ElEQVRYCe1WTYgcRRh91TvTPemZnhkDJkRQ2xiCEGSH+IMQD5OwMYeNMJ70tm00iwobRyU5CdsgBoIeBk8hFzuEGJLD7oCrKGSTyc2DhklQIVmEJXgLmqzCJlkTx++r/qnuoafDwrIsi9+h633ve6+qurqru4DlR6X3HMULX/Z6C8s3r7Qj1+vKLsXe+yvdddifUQ2Rai0F4+jW3SD73lP0BwqGaICdyg8THw27iLUFJ5YoePbvAAtVT5OmcdKZVkhwnWCARLM7kYWJ0bMD2A4plCIUA+l2DBaL4eexd7FqOLFOIjgVoQR4/04s/fDf8cttHIkxEZyCOexGGYNMMdUnXeRtaC5r+6PcT/j50D1PFYwliDt4RhEKkf2Yyhhli4F3gek28klTkOnqOcTrhV5NpXoDhQdoKEIhsu9XGaNsMfAyLY6HT5KmICvaqTQuLip+yEbubiE2O1Ui+x8qY5QthvkAOAg8AVjnH387sBav+ktldAKir9F61YipNHG4KeaBuUu/1gN21pZLRXb6CuizDqzRC7KULYaxODLyBXAe6Oq1bdgoPZ8dwxaGgm/48p8UtuSjy9iJCE6++nMXxQ4svKXVhc184buWaBEUNdGA+Rq2Yxxbi7epkimmebdg0uagybjlOslluPtxgIGcjE/Ryv1I8YOfPflXyPKygidTwO8hV8h1dJsSUaOmbOOQWMJN+SQzxUC+g+KSfEyoqLV/Hbu450GPCfpxLsvYyVd+TFC/qnxzqE2E0aFmuoob2jyWLIeYTLHcSVoN8gXegnOWv0XN22QmKF/gtMd0Ws37HxoDfNuiZXpXXc4wjQrDoj19EpMwF8qOaJR2vAdkioGLHvIOLRCM2tPoPvYSsIn6blkNhgO2Nvx1k+PSl4OjgY+0miVOuWynr8svDPX2oxbOolTX6iV7gzfBnxmOAWIcHXvHGqb9p1WNnzb95vEdXmsCE187DAd89KDeLvPgosv9P4WPr0xc5wVmuz73IsMySldgPLsP5o5vmp9i10PE3I+M4Hegz9GyUG/Y4DKcCqr9zdZ+IvwdTLR9O46DYMxe8T43G6HriA8GimFLQW4fvSgevcrjYPhmaE+21nwyp0zzmZEm27GgOyAY2WewB/q3VPAjW0yar0IlzgC5mTanid96VAcOe0HiRKQZQbJjdJQLyv7KTJ2JMLLFpEo7XOVCd7ItvBHkelcVUs5LA+zkWZZYjZGGwn0tbnlp5dXldj5CsXl2z9j91R03bbRSL4z4GStNuQqc4IWRUV2F0f4fYv2swMb1cyvr+E6CU9jauEM+eq2ZkMfrtTIbPnqtmeCj10rHf94zFmA9baOIAAAAAElFTkSuQmCC)](https://camo.githubusercontent.com/57b6695ec3ee3aea2e2459a2e009a6dfc258f200/687474703a2f2f6d61746875726c2e636f6d2f6c337432656b6c2e706e67)
  + Conditional Entropy: [The entropy of one variable, given another](http://en.wikipedia.org/wiki/Conditional_entropy)
    - [![Conditional Entropy Formula](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAREAAAAjBAMAAABBfyOvAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAMpnNdt2JRCLvEFSrZrvKM28NAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEHElEQVRYCe1WQYgcRRR93TvT3fbszHZcDSiYtBjBkzuoSCABR1jxECXradHLtholcbIwmKMD2yBuCDlkyEXJxSGSHDy4QxQRE0kbPBocw5qDa8IQJBdRskaSOCDt/zVTVd3bvbCBDdmg/9D1/v/v1f9dVV00cNsWX3+a7NU4jr3b1q6vYPc/g/kemInWd2I5m519w67MpcZKHA780jEdz1EjX06aLLmsZwLmpWNIoEMqwsD9uDr0N+u4UuvQKnIiKLIq5QQJXSTxqAQoZJeJc3N/DhklxUSkoUKryKHJutTzpDImnsELNzw7kDPotNuTsdRoxQ3t2xNX9/8GrdYZkPz4rYRP27KCrEt9xry5EEUfZig1Oo2ejKXH5xIHBHNtbG1odZLZg9NK+lQrTdalKszbByx0UFQSnUZdBVPgyPWE+xZwpKvViQzJC1HSB1aQdSmrQ8SdotX3lUSncUoFU6AUB9p/CtgdarVOgOSVbtIHVpB1qZJPnwJdD9TqFuAbH1MkpPTStxdrPEWTHzk2sayDN2FPs7p85pE9w2jpwmCJmxgLgfpFYPF0T+QkOVPKjugU3ZicPAqcgfNVy2gZPnVSxptmjRDGQY39QXaFQMKKf7elZ/916WVWo2tVt+F+ET58CA8xHMeDwAnPDKzA9M9SSpKzpYwqYLXg3hSdFCLLJ/ooHPwqZhSdDBA9f/meLBSuEftipIfFy8idhJUaI7bwJbzB4zgPV2D1trYrHd5ASXYypbiTYoRSX+xOsTHSITpv3nD1mwRzbV8owyM+I9odjHmMhE1jB49NGtxlVPwnMdamPYIiZ0rx7tB3Y1JD1PIC8S+E3InRchmJE5u3O+4rNO3Axrh5VtOGfFp+QgTda+gzPOX2PfsaFryrtE3nvmxDkTOl+MSebaMY0NIAh/CT8Ql3csCslhmt9hVDrJ0oyjcEWRF29TF0H94OIwDdIuUpgqgbU123he+wDedwzOoqcrYUfcXzM3vLE78Dpgdr6Vl+uVE0f5z9Wbxmj6vk2PAYUebkzF7Om559fvOltlNF+UNyZz8PCNLFeN7Du4sNHD897UyNdBQ5W0rcbDwTHeuAHh9htiPOCWFCdF3nmumvDAs1ncgl4CDn7gsJJuV9JzohRXmlxG0/JPhYtgJMNmQnhCx9BuUsYryc8oTji2fhReBrPrtvg6CSl2oFH/V3lCqn1OsqSeuMXbuEy9/OwOYlSI/2a0Pf0vGTEroNoPCFOMZKXqhPyrQYs6WcIEFQvy+mCtYUSoEPwqE7q8NKrUOoJXAKKrIqVUjl1+qoT3hLf62SO8QbeXQT2XuLj8fRHaqw1ml/oL/6gdGRuKvGKzKwu9rG/8XvhRUw/Huhy/9qj/wftSFM/EdtiE7Ef9TG6IT+ozaI0X/UOtu/FE0Yz4FbwuoAAAAASUVORK5CYII=)](https://camo.githubusercontent.com/26731d6001bcb57ef4a5074dab28a7095c5f07ac/687474703a2f2f6d61746875726c2e636f6d2f707671376e71342e706e67)
  + Mutual Information: [The reduction of entropy of a variable, given knowledge of another variable](http://en.wikipedia.org/wiki/Mutual_information)
    - [![Mutual Info Formula](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALAAAAASBAMAAAAJTUmIAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMARJnNiRAi3VQyq7tmdu9uejKKAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACqklEQVQ4EW2UPWgTYRjH/3e9uyT2YgO62KUHBcFBEqSDCMKhYiu0coJOHXJgBqcSxcmloYJDUQzaTSnvJPgxdFchFMUKItmsQiQ4OCum0qKDz/N+XPKefSD3fPx/75P3nvfuAGlHlNPX0MqGiaI6w8JI5LRHEhgmiEeryKVG0+WGyS2vq7q9YQ5YDPA5l6tUU2Vrb4YUKtCOGac6kxw2svaLdv7gV7e8fAGa8jdG1VL1ND4N2k6sikI5yUylOKrS7DqeRTJwfgM3kFFWY9DyQgQ3VUuEcmBmFmjq1DivZSLpvT783SE1Z4kXgXoLBV0T2jNzAkFNp8YVIxNJPybg7AypFUs8BUwluKprQntmdlGijW89fdPlYnGT/t0RHGZW78BrMiVFTGYCBf5fec+PgHD18QIE7kY8AGJoL0WBEGdd2fjaEtZRqtGS5y/JIm4ytdD7GjElRTzkmjFn0Ot9A1aBjlc7DhHc6Zf6YIb2QksCvFZo+gVnVGOzFOAxVpiSomwcPiN7QgjP/6dsnI7TzkRQFl4kG9OR8iiwpxtdx8n8KG4B9xNJsWiPoiBQ3AFoFJhoU2MUKmMtydCR8uGV+n7Crf0foNlEFGWj4CdiGkxJEdbh0XKXlvPhreMKNa5jghoRQ3uhaR9yayHWSA36YRNei6LMeEc3KWsqEdbjRssLMfjAa9PoUOMlvCN2Dg16pXAMk+/n3+JjhUrzt2NYL0gwO0g3/3SYkqJ8+AmU1lg+H1ZfAW7bebH2IaHG3tYMKRtK1i9rwI1xMMWiKueuTJFov9KacWIVCHLfaaC6sauqxYRP4BxAN7GPuUr02vtoiFRRYM+L6VnRjE8x2SX6le/RYcac/Wd+zCLMJ9HWL6tUYHubooxRn3CDlk2Q84rq5qoq1R/6SGVd/ANl56MFz4y9NAAAAABJRU5ErkJggg==)](https://camo.githubusercontent.com/e3cb387204b83988a1972354a066978a390ed5a3/687474703a2f2f6d61746875726c2e636f6d2f6f3765733467682e706e67)
  + KL Divergence: [A non-symmetric measure of the difference between two probability distributions P and Q](http://en.wikipedia.org/wiki/Kullback%E2%80%93Leibler_divergence)
    - [![KL Divergence Equation](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANsAAAAtBAMAAADVZgN3AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMARJm7iWYyEM123SJU76u9p7YmAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAErElEQVRYCb1XXWgcVRT+ZrM7k81skkWDD6E1+6ARFE3Q+iAIDsEIxr8lKtIHy2Cl6oNksRFELC59EN/MS4pFNBHUiliyQoQixZ0KPoioEaQigi5IRfTBpJpaqbp+59yZ7M5s0vwsmwN77znnnnO+mXPvPXMW2BW6iiiZXUESENeLBpE6Tn2KcKzjOLjijzt/CjAApAs43Hk46y/YK7gBsEvo6jxceh7uKuYVKB10HK+7gOwlt6w4uULH4frzGMzbo8hNAlat43BDs/uLyNVwusrtK+8Urn7xZdLJer3uXz7EhCwTrvJGO3BzqwblqYWaYTYaj8oCk4mzGyfT8lu9izFVV71i5Ny3Db26xe3wjyzzqFjzFWx0VBajED7siF3TqcL5sRwuPB4ZAGoig+tHSl47oXmkvCLSgfCtVItUNZjyQznrR0qdh86HYq6hrgkrdk8uC0dyJv7ULAzDGoe55tbIvrFbzWo4Wh7C4mPgMndP+nBGYzbper4hM8T9t0PcxtTOjuAikwFlTBGbKqF7JlqQOVXhtmrxUTj3Z+B9YLTZBHiladMwVMJUXtyeUDt3OW6LlMp36cizGqY4NOrhbIqPwj3NMI8C94ar4VS92CQzRLUobiTatcA5Hhf0KwQcJXdBDCM6RUaLDxTubYpTFXwSLZs5V/caCoaYq4gbiXbusvXeh7xoDZLPa9aIPKvWSmMFOEhBi4/CpZYoDvm4utmE/EjTI67AelPcPi1A7Ph2e4OuYsLBiJLIzCU8s4oj18EZeQ34kgtafBSunyHwAI8bp75bSDeTIfX8WzIMn/bvh2fFzf18We0IVy2lvGg5NnOX0FVGtuYQCZICgeNukCSZVXnKdw2cKsPBrhciUUIoXLa2BodUgTlilWsmPg13CVUfXcU9dIFcCUkmd4MkcC8GLHpMXDKZuK+iNhwkhLr1+lEyqwon6gT1B8A+oHexLAvf8yd7zg0lCVyPdzp/xNMjEEum846ayCAh1G3QDY8KEnByVDJiJHfmMPM19chZCvYSB57o8GYInHUiOPMdtYmLgO6ASkMMQaLbNQxpLsJU7O1cj+s6TC8cH2MrgQN4lSOTfwgpPyo+AofHzv3iV1quOW6juaHphXuESfkY4HOPAlf+98Edv70uzxgSo5COhZJM59CbB/qKTKDlRXqFAz5ziskiFnt4Y27cEsUOD80Oo7UTy5wvneJmzF07MQMUEnBf/FpC2o+UZn4wLopUkCFh97GPnmCTTmxa/ITCt3v+6/DrYrQyWidCPt3QqdtiQyZn8+hlljCvynSgU8tg+aGqEBZXinzpZvqoEkrjDa26xe16ioRsvxNbuwUHzfezgRnnbqRoXWi7E+sePkTas//6ei0ePyHJRzi9zNaovU7s97XSlE8AxEQ20LyPZcK114nJuxmKhU8KjhSnr/xNOrGk187lt9wzzjebdWI7D5/0HHwht5dn9fKdWNJp57J904GXXKCpE9t5rC155mae1SJG4zb/TtqFLQDmfmD9Samh6cS24NOGiXOSV8XxGEE/QG1E2oarfF6z27Bfz3Sysp62Uzr7uV2F056mU++yTtzxYB1l51THeea2Sf8D1YU1beoMvqYAAAAASUVORK5CYII=)](https://camo.githubusercontent.com/b88743fe880bd5ebf053e9f18121073705bb9ade/687474703a2f2f6d61746875726c2e636f6d2f6b6c6435756d762e706e67)
    - Can be used in supervised learning as an alternative to squared error

**Reinforcement Learning**

[Reinforcement Learning: A Survey](http://www.jair.org/media/301/live-301-1562-jair.pdf)

Put an agent into a world (make sure you can describe it with an MDP!), give him some rewards and penalties and hopefully he will learn.

* **Markov Decision Processes**
  + Building a MDP
    - States
      * MDP should contain all states that an agent could be in.
    - Actions
      * All actions an agent can perform. Sometimes this is a function of state, but more often it is a list of actions that could be performed in any state
    - Transitions (model)
      * Probability that the agent will arrive in a new state, given that it takes a certain action in its current state: P(s'|s, a)
    - Rewards
      * Easiest to think about as a function of state (i.e. when the agent is in a state it receives a reward). However, it is often a function of a [s, a] tuple or a [s, a, s'] tuple.
    - Policy
      * A list that contains the action that should be taken by the agent in each state.
      * The **optimal policy** is the policy that maximizes the agent's long term expected reward.
  + Utility
    - The utility of a state is the reward at that state plus all the (discounted) reward that will be received from that state to infinity.
    - Accounts for *delayed* reward
    - Described by the Bellman Equation
      * [![Bellman Equation](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAR8AAAAjBAMAAABfthMcAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMARKvNiRC7IpndMnZUZu825p9kAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEk0lEQVRYCe1XQWgcZRT+Zrub2czukiCCWEqcQ2hvJmCFihXGSzDS2hG0kItdQdYehKxtVSqErlpQm0tApOolUyqiXrKKh2iKToRCFWO3RaiUqhHUHgQTTeNKENf3/vf/s3/iBmF3c+s7vPf+977ve//M/DPZAN20vsZdZPcsNRpr3ZRtXyvXqCmy9/Ef7Yto5naOhZYyTsRlGdUS0CyO13X+dZgUhZ4sdeKElqBAnNCa7wYMFK8pSTimMvFJsXXy2Ique0ECaE3si626pH2xNT8l/E8SGSvxVZ6LrNJmqdOo6FacQPwks5MBWIICGQBo/i0rQWbocdwq4IM2B3j3zwdeLDuBKmaK0oslbOIP/N5sjJ4cGny1ounNsmSTIEE9XEMmAZrv0FPPAi8LrGc9z1tFejFblmJRgi9hE7/tn+bh8fED3KqhbyC8DhTNcA2hEs3PTgFnAPJs6VgF49JTyNd79WqfRN80W0a3MWzqdFJ3wo0N3ZQl8hnbZ4YLhEs0v7cCVOFqmTytLNtWQWr4qC5ckOg3+86bE5fz39Yw8U1cmK4eeJI7F2+Yvgf8Cjc0dFOW6IbABT0cAuESzT8UAwG8IpCbj+H4sK0vxuXwHaqc20GnTTo+B3e8iBgYiHt2ZVbxBN7CWPwVN5BtRCqyc9fIGTqlmf0j/VxXciwowy2I4+Mi7auKvA+84E7BGyb4zhJZhRLccW00wuc0pf84cJYrgM/u4JezGdI+EWaLqGMeg/CuV7kBTP8skXxumZyhU3o8PBRyU8mxoAy3IDT/JTrXkdpQ6XwoG2KO2CgKiwzveepR2VCqVPqldJgvIccfsRPIVrAGd2438JDmzPylE6IVKTV0SnfjPdVTciwowy0IbegNOklQj+zIUgTHVwzj9vB7QPfcvZNuvv3IqLRAIL2hkfAk8EVNWOnrho0+vmmGTpQ6ZlVPybGgDLcgjo97gQnCDqNQzgZ8qOxH9jffdTpyV0ATNxzquwkpG6JTNPice0U/qrGIGmIzEUVDpyexjL10p7UcC8pwC0LzP4QXEGYKY+VstOG1d1aRXfZ6kTmNU/yWKvMlZCoUZ9Qjoys/fFsKI9LYK4H9Z+w0/W266kWvXqNpIseCeriZoF773OQ5pp1Cfscl9WHilVhm9EbZva9K+5xf6OfvmDJfgkcVZ3zXpz8dWemf/e7oR7+FQ2orPfyYxGaX9lOi6d8Tfu7qXFz4ESLHgnq4mWDPb/2nQwk7gQqZogryltEbFMpyo39lY0HTXdqQsqcNwAjShQWm1vzTlZXSg6Zjx4papCOplSXQm9DKCsX/VCuqkjcXcN4AjCCtBUJJc34moOUmPz8e4RaOKZ+4XJKtS243c4OkLPSH9Zo/X2KWoEDWz9/OqNZTnIh7VXb/Z+5pjUjXEqjQk2WSWIIG0np+wmgjMe+8Nx62wd4Cyp73yc4szE53/pu6K7tLNYxZv9O6otymiMc3SFnUpsJN2s07oO5A9z8nHd7Ysx3yu06/v+uKnQjmFqJiJ/yuc599/pmo66KdCKZf64S9BVw/Vd4C1Q4kP5B/GNtV+BeXJS9yY44iPQAAAABJRU5ErkJggg==)](https://camo.githubusercontent.com/fdd45d7396302a7560a1c545f80908ff365d5acf/687474703a2f2f6d61746875726c2e636f6d2f6f6a37356c6a662e706e67)
  + Value Iteration
    - "Solve" (iteratively until convergence, more like hill climb) Bellman Equation.
    - When we have maximum utility, the policy which yields that utility can be found in a straightforward manner.
  + Policy Iteration
    - Start with random (or not) initial policy.
    - Evaluate the utility of that policy.
    - Update policy (in a hill climbing-ish way) to the neighboring policy that maximizes the expected utility.
  + Discount Factor, [![gamma](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAKBAMAAAB/HNKOAAAAJ1BMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAilU6eAAAADHRSTlMAIrtUEDJ2mURmzYmI/4qWAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAANElEQVQIHWNg1FFgMGBwMk1naWBIYGDjZAACRksQybAERLAUgEjWBhDJ5gAiuUEEAxsDAwCt9QR9Cv8u8gAAAABJRU5ErkJggg==)](https://camo.githubusercontent.com/8574d5702702e0b630a697606a9ee03439a92c09/687474703a2f2f6d61746875726c2e636f6d2f7062686d78642e706e67) (typically between 0 and 1), describes the value placed on future reward. The higher [![gamma](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAKBAMAAAB/HNKOAAAAJ1BMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAilU6eAAAADHRSTlMAIrtUEDJ2mURmzYmI/4qWAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAANElEQVQIHWNg1FFgMGBwMk1naWBIYGDjZAACRksQybAERLAUgEjWBhDJ5gAiuUEEAxsDAwCt9QR9Cv8u8gAAAABJRU5ErkJggg==)](https://camo.githubusercontent.com/8574d5702702e0b630a697606a9ee03439a92c09/687474703a2f2f6d61746875726c2e636f6d2f7062686d78642e706e67) is, the more emphasis is placed on future reward.
* **Model-Based vs. Model-Free**
  + Model-Based requires knowledge of transition probabilities and rewards
    - Policy Iteration
    - Value Iteration
  + Model-Free gets thrown into the world and learns the model on its own based on "[s, a, s', r]" tuples.
    - Q Learning
* Three types of RL
  + Policy Search - direct use, indirect learning
  + Value function based - ^Argmax
  + Model based - indirect use, direct learning ^Solve Bellman
* **Q Learning**
  + Q Function is a modification of the Bellman Equation
    - [![Q Function](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAUgAAAAjBAMAAAAEfo4tAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAZol2mTIiq91U70TNELtGswqtAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAE40lEQVRYCd1WXWgcVRT+dmdnNstmd1O1ReqDU4SQtNCuNA8GBDc1ghCwg39IlWbaPFhrJVGwiNQ2fTBQMGSjEaGhNFAQVEL2LY2gKdoHiwpDQAgtmkVEUXETf5pQ27qe+7szs5uHdZuSeB/OPfec73zn27kz9y5wK0am/BWNL6bK5au3gm5tOIxyCyc2H1hZmwaSNen46UVPf4T5AlMrt7gssac9XRRkVOFPUKteZWWLZIUlgD+occwJrlRKRGvlLt+QGNNW4FU4rq0Sl2WCPJPXLAH8gA4zx3ACS7kQmFq5ZDknMRX6IKNMJydW4Q60+FiuaPMkPnLfXQ6Sto4zJ1UMLM2933cfVRiZSwQQu65Xlm17TrzyaC7EKNOxbJhb1fllPKyCkHjrVeAUYq6Oc6cYXPZ62K4xIhcPIJr/9vR6APfCyoYZRbqJYKJew4UTkDGskxK/zwW2okmHhdMeXLcBZ12FEbmgSKt8QVXQB3McVl6hVVjMj9MU4hYJvwzfiy3xJwnU6x4RUG3HtMedi8AxKIzIBUXi7B+qwgTOwfIUWoXF/BJNVH9+aNPAaBesTe24+8/oPy7gl2FVdkXgYxNUNuvsJ9s5QwaYu+NXYJq72lxD5A0ojMgJkdZiEXkGi5UdjbbYka7Q5HJGmo1xDqX65Af4yV3w0naTkzqVoGi1DPowtu0sMM5pZHI07cJ7hCscYiFrOHUTeI68eInGDyyW/P3tN6ExLEdZbr97tyPFmTAyyQPMGEtkwowU6rEGyTJu6yYeQ8ZNFOI29vVRrEoGxQ55C57A97fQ/BajTP/8LQs12+agEMlWYkQH6bXVGCbyeOmXUikHZGFEBKb3LzGTTRfJhBkpVDojm8JaQjcyDvoetBGdoFSVDIp9hmfIMi0LeSBxlW2O9Tq/ePtdIxfe7uYcZl2Nmeal6p20RvkS0ffFTDaTJRNmpNDzUw7DUL0UGf0tZiNxkmJVMgizjA4GJ3yT/ULhss0+ii3Yw0KzaKYfzD6OynbTDfAQNIbl1HaT8zVfYp4L4H4vc8OMQMQlSTSoXopc8OKt7oHDHqpl0Du2hEt8b8eQHM6PnyMQUkN4BPTFH0bvgfAxMethLxyJkUeIepKpHGsMXBITs/SDqhiJed6N8R9CR5AptrvfTfe4A9EiKQrIIIANa8JcbmFMhH/y5WOOCyofHy1gawHG/U90hg7cuZFWHLlTYUCcNJRIs8CX6SyfmOmY2kY2xEjMiZl7OKYIfLrS92HriS+Nri2fb5+M38iHZNBT/wjYvXk3JaSWd1It6sqzRMfaV5e86OS1qEQaHu/cza3PSLRiVHPVlatLfDIo9qKOi36nX6M+OR5MiI6IOhrjcwRG5iyZiPI5UpTLypTjrmJUM1bhBnwyqPKMJhL95unRYo4Hr8jUQQ3xOwITyhkccV7+Oti6IMiomEN/A0U1r/HJoMdd0Dy+fsG/qFkN8TsCUytnDUlctEUXBBl1mI5W3xAXQyVQoyiAryDr99T5Yy569RXvqA/eEPriUzSeHe0YWamHpn2nPCnqKfrP2HhZjet1cKQLYymnDnyDUJM9SD7qadqPngb73oby/Zgs3IY2jbWIjXa5jTH8b6uzG+CXmRc2gMjo+v8MOjen1/2DtH58+pt1LxJtG+CNjOPo+n+Qxkx+zUT+Cw5pY8ANGNCcAAAAAElFTkSuQmCC)](https://camo.githubusercontent.com/009464fd2a28d6d8a8301b65d5817d1e5065699b/687474703a2f2f6d61746875726c2e636f6d2f6b6879733538762e706e67)
    - [![U(s)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIkAAAAXBAMAAADNZnHJAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMARKvNiRC7IpndMnZUZu825p9kAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACZ0lEQVQ4Ea1US2gTURQ9U0xm8sNBBEGKDlgsCtouurOLWWXhryNYIRsbQaoLwaEVpGBIioKgCAERPyiOIEU3NoiLYopMBEHRahShRbBUsLgQVCgSyMrz3iTNTNJood7Fffee886Z98kLUIvNYkzUu7+PiuPnfSLVFISX/VNWrM8EUJ+owyOeBvh2jREkKNqwZIZ6jmGjRxwJ8i1dYt+cA8UM4hQpFUADLnpEOMg3d+pO4DY0O4hTpOWBewCziHWuHNqlR9TPI9JEUxTJAQWovR4TZ7ccys3Mh/hcGZmPbuJuYeAEcIfcpD26PMMrKBpyARPRNBAruVAM+GKLG+4O/cZx3ELKfcN1L5Dc6kwwT3fKeaEDSR2KgXeWWEvcAMbVPKJiTduHGTkWWUtLo4ISuhD9VgDWC3AAz+mnj7EExqwhS4jO84Ad6TL8QgKS9VIWWg5VqMU+4CChbJnpqnAJnxqUU/rwEMLlBo+URRoY+clLNOCLmkvSugC8ooPYfbwK7kjdXRXz1AqmuAoDe4AM214kbM2EPN3GjuRaeDJdZ9XZRSBintOPmuDpzoLG1P9C/6AQPUbUZJ9HytacppuelC784MlNHUhSdM0tfacZQtdxCff58YVopSxEscvTNCEY73zP/Yq6Hsrp7mdfR5b0qc+jT35YPf3Ag13bHBv8WmlGx7wOFD8VXZ9olS8Ar0Pl+gtQ6SKj8Ww0D9hbI9oOb3dYQE7ScVYyGqKQKQDfI5d8a0p9IXZY4odqrF8k/6VirbKVEMXxo6sT7eftrDnC+ss1e/Bnj/H/4DKBxfqVrsFNm7li/0v+Bwg1kTH/tJyHAAAAAElFTkSuQmCC)](https://camo.githubusercontent.com/30b38d7fffd9c14862b4192b51cfe7f2d10b14ac/687474703a2f2f6d61746875726c2e636f6d2f6f386c6e6e6e6b2e706e67)
    - [![Pi(s)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKoAAAASBAMAAAA5wVipAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAMpnviau7ds1UImZE3RD414RBAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACf0lEQVQ4EZVUTWgTQRh9u6bZ7myy3YqgFzFVPFQ8RNCLCG4liKU9RBCv7qlF7CGKpZReIojgRZciFqGmi9qTiqmtgiIS0YI9FAN68VJyEMH601RPRoh+s7MzMUUw+SDz3rxv3peZb3YXiOIFR0vO2sTQrDxFxZjLqRiV2CrZYLujfB2CnVVCOyQyS4vhYPOPTObUMF4J6aPMtIoLEz2QZumxPeASMBNgj5DiMtMizjpI+tKsPJ6sWhZSzFepVoh2kG44jcisHP1RVZYXkplSqVZIkq5bq0mzckxGVTUPMKZ9JLIqRcQeOFqyBm9kYY1ftwaXRs1JP9Tw5PhCji/cRb/EujRz5cPCCLAYVTWp2l5WhpanzMkhihSR+5W1Svf86hVksLN7PkimEvlQs3BMD6t+p0WxqjTThK3YdWDbX1WHChVRlbIiLmI7ghN0yDpOE3YFRhZcYxgOF7BfBMk8r8rNFJ2uVm5U5YeYPew0d4DVcA7YB+ge6oTLiBeFhnVeAvZPGmYcaabJg8BINTpADbcC3UV4W7IDiSouf2NVIE47IDyCtdVQg5a2K7FrHt6xaXs/pJmqvkEnbVreFj0cXwPdQdOTxdJarWh5tNdcR4rwPR4bofZaz1sYoR0sfzJfUoOFWXOB29hxF+jHlt99xtUz6IG59Ix2Rf/XiLG5MV/36aS9N0uEZdwqgGuLcwPPWVUvQdv96AJDZLYO0XM0sXUc8GSJ/7yxXRW5UKLmbfpC3Mx9Vm/svSjH31gRuoA+OW/CKX5rG6P34VOSzAMr1CGRK0RLYo5ca7ucsXDkrCnOT1Hz/h322xJ1yOVJm1gYjS8hwg+vEentQmhWphz+AKEUuJH8iqxuAAAAAElFTkSuQmCC)](https://camo.githubusercontent.com/ca1fa8f1e1a4644e57aa46bc623b27dc4918be12/687474703a2f2f6d61746875726c2e636f6d2f706e667a357a362e706e67)
  + Learning Rate, [![alpha](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAHBAMAAADDgsFQAAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAiVRmEN0yu80i73ZEmfimgR8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAySURBVAgdY2BgVBZgYGAJYxBkZmAXYNBwYvCbwJC1geEcA0PeBAY/B4Z9LAw8Qkq8RgB0YQa3IzqrUgAAAABJRU5ErkJggg==)](https://camo.githubusercontent.com/82866c0b4fd1a65228fd1ae56d56c9b3804dc665/687474703a2f2f6d61746875726c2e636f6d2f3832377461672e706e67), is how far we move each iteration.
  + If each action is executed in each state an infinite number of times on an infinite run and [![alpha](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAHBAMAAADDgsFQAAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAiVRmEN0yu80i73ZEmfimgR8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAySURBVAgdY2BgVBZgYGAJYxBkZmAXYNBwYvCbwJC1geEcA0PeBAY/B4Z9LAw8Qkq8RgB0YQa3IzqrUgAAAABJRU5ErkJggg==)](https://camo.githubusercontent.com/82866c0b4fd1a65228fd1ae56d56c9b3804dc665/687474703a2f2f6d61746875726c2e636f6d2f3832377461672e706e67) is decayed appropriately, the Q values will converge with probability 1 to Q\*
  + Exploration vs Exploitation
    - Epsilon Greedy Exploration
      * Search randomly with some decaying probability like Simulated Annealing
    - Can use starting value of Q function as a sort of exploration
* **Game Theory**
  + [**Zero Sum Games**](http://en.wikipedia.org/wiki/Zero-sum_game)
    - A mathematical representation of a situation in which each participant's gain (or loss) of utility is exactly balanced by the losses (or gains) of the utility of the other participant(s).
  + **Perfect Information Game**
    - All agents know the states of other agents
    - minimax == maximin
  + **Hidden Information Game**
    - Some information regarding the state of a given agent is not know by the other agent(s)
    - minimax != maximin
  + [**Pure Strategies**](http://en.wikipedia.org/wiki/Strategy_%28game_theory%29#Pure_and_mixed_strategies)
  + [**Mixed Strategies**](http://en.wikipedia.org/wiki/Strategy_%28game_theory%29#Pure_and_mixed_strategies)
  + [**Nash Equilibrium**](http://en.wikipedia.org/wiki/Nash_equilibrium)
    - No player has anything to gain by changing only their own strategy.
  + Repeated Game Strategies
    - Finding best response against a repeated game finite-state strategy is the same as solving a MDP
    - Tit-for-tat
      * Start with cooperation for first game, copy opponent's strategy (from the previous game) every game thereafter.
    - Grim Trigger
      * Cooperates until opponent defects, then defects forever
    - Pavlov
      * Cooperate if opponent agreed with your move, defect otherwise
      * **Only strategy shown that is subgame perfect**
  + Folk Theorem: Any feasible payoff profile that strictly dominates the minmax/security level profile can be realized as a Nash equilibrium payoff profile, with sufficiently large discount factor.
    - In repeated games, the possibility of retaliation opens the door for cooperation.
    - Feasible Region
      * The region of possible average payoffs for some joint strategy
    - MinMax Profile
      * A pair of payoffs (one for each player), that represent the payoffs that can be achieved by a player defending itself from a malicious adversary.
    - Subgame Perfect
      * Always best response independent of history
    - Plausible Threats
  + **Zero Sum Stochastic Games**
    - Value Iteration works!
    - Minimax-Q converges
    - Unique solution to Q\*
    - Policies can be computed independently
    - Update efficient
    - Q functions sufficient to specify policy
  + **General Sum Stochastic Games**
    - Value Iteration *doesn't* work
    - Minimax-Q *doesn't* converge
    - *No* unique solution to Q\*
    - Policies *cannot* be computed independently
    - Update *not* efficient
    - Q functions *not* sufficient to specify policy